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Abstract—Cloud storage systems have received extensive atten-in storage systems. In recent years, there have been many
tion in recent years. Many individuals and business organizations researches in distributed storage systems based on advance
are beginning to move their data to cloud environments. It be- ¢ 4ing techniques. For example, the work in [9] and [8] used
comes increasingly important to investigate secure file storage in . f tion fl h d d i ding t hi
cloud environments. In this paper, we present a secure distribu !n orma !on ow grap S_ a_n ran om. Inear CO_ Ing to a_c leve
file distribution system in which the customers can directly choose information theoretic minimum functional repair bandwidt
appropriate design parameters and service providers. In our ~ On the other hand, we have seen many researches on
scheme, we use novel coding techniques that almost achievejesigning efficient coding techniques for RAID array system
the Shannon information bound with very efficient coding and 514 for distributed storage systems. Most of these research
decoding process. Our evaluations show the correctness andf desiani d b d Usi XOR
efficiency of the coding scheme. We show that the problem to ocus .on esigning co es_‘ ased pure exclusive or ( )
find the satisfying file distribution under certain cost and security Operations. These codes include the EVENODD codes [5],
constraints is NP-hard, and present the Satisfiability Modulo which can tolerate two disk faults and correcting one disk
Theories (SMT) formalization to find the satisfying data share errors, and Huang’s [10] extension of EVENODD code for
distribution with cost and security constraints. The SMT formal- tolerating three disk faults, etc.

ization is flexible to be applied to other threshold based cloud file . . .
distribution system and can accommodate other constraints. We Most previous researches of coding schemes in cloud stor-

also analyse the security of the scheme by defining the security @3€ focus on the coding scheme used by the service providers.
metric (compromising probability) for both the eavesdropping Service providers can provide data availability but notfeon
and DoS attackers and show that one must carefully choose dentiality since the service providers cannot be trustagnE
design parameters to achieve the required security. if the service providers can be trusted, the data confidégtia
can never be guaranteed in cloud storage. It will be more
secure if the customer can do the coding and choose the
In recent years cloud storage systems are becoming incresggpropriate service providers to distribute the file. Wep als
ingly popular for individuals and organizations to storeith believe that, in the future, the number of cloud storageiserv
data. In cloud storage the data is stored in multiple virbeal providers will continue to increase and it is possible foe th
pools, which are generally maintained by third parties thatistomer to outsource data storage to a significantly large
operate large data centers. Individuals or organizatibas tnumber of service providers.
require their data to be stored can buy or lease storageitapac In this paper we present a novel framework of secure cloud
from hosting companies. The resources in cloud storage aiaa storage from the customer perspective. In our framewor
virtualized and the contents from a single customer may spta® customer encodes the data with an efficient coding method
across multiple servers. and sends one or more shares of the encoded data to each of
There have been extensive researches and systems on stéhieig: service providers. The original data can be retrieved
data in different drives or locations to achieve high relidrom at lease: (k < n) shares. Less thalnshares of data can
bility and security. For example, RAID [14] array has beergetrieve nothing of the original data.
extensively used and is the de factor standard for reliableOur main contributions of paper include:
computer system design. Though RAID array is normally used1) We present two novel cloud file storage coding and
within a single computer system, data could also be split  distribution schemes. The first scheme is IDA based,

I. INTRODUCTION

into fragments and stored in distributed locations (or ©dde and the second one is XOR based. In our schemes, the
For example, in the seminal paper, Rabin [15] proposed the encoding and decoding is directly done by the customer
Information Dispersal Algorithm (IDA) to coding informait and the privacy of the stored data is guaranteed by the
into n pieces that will be stored amomgservers such that the property of the threshold based encodings.

recovery of the information is possible when there are attmos 2) We show that the problem to find the satisfying cloud
t = n — k failed servers (inactive but not malicious Byzantine file distribution scheme under certain cost and security
style servers). It should be noted that Rabin’s IDA scheme is  constraints is NP-hard, and present the Satisfiability
essentiallyranrapplication of'Reed=Solomon error code [16] Modulo Theories (SMT) formalization to find the sat-
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isfying data share distribution with these constraint:
The formalization can be applied to different types c
threshold based cloud file distribution schemes and
flexible to include other constraints.

3) We implement the scheme and evaluate the performan
Our evaluation shows that it is feasible and efficient to ¢
the segmentation, encoding and decoding in custome
machines.

4) We analyse the security of the scheme by defining the
security metric (compromising probability) for both the Fig. 1. The procedure to distribute files by the customer
eavesdropping and DoS attackers. We show that one
must carefully choose the and k£ values to achieve
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the required security. (Croveers JE I~ IEH
Request (Serv1, Serv2)

The rest of the paper is organized as follows. Section g ° 5 Coovee: J I -
discusses the design and attack model used in our we @y | om-m (roreer: JEHIER - R
Section Il presents the coding schemes. Section IV prese '¢:l Rosenarte | A Crovees T -
the hardness and SMT formalization of the constrained fi HE -8 - pE-a
distribution problem. Section V presents the security ysig)
implementation and evaluation. Section VI presents thatedl Fig. 2. The procedure to retrieve files by the customer
works. Section VIl concludes the paper.

[I. DESIGN AND ATTACK MODEL We could assign the fragmentation, storing the fragmen-

: tation information, and reassembling the fragments foneti
A. Design Model - : :
alities to a middleware (or proxy) component that resides
In our cloud storage service model, the customer usestween the customer and service provider. However, we
her machine to communicate with the service provider. Thiacided not to do this for three main reasons: trust, cost,
service provider most likely uses cloud infrastructure tfed  and scalability. Trusting the middleware requires addiraren
company or utilizes her own. A customer may use mangchniques to our model which we tend to keep as simple as
service providers, and a service provider may be used by magssible. The middleware also suffers from being a bottlkne
customers. The service to infrastructure relation is als@ay which affects the overall performance and security. Most
to many relation, similar to the customer-service relatiéor customers want to use our technique to store their personal
instance, Google drive is a service on Google cloud but Goodiles on set of free accounts on different service providers.
cloud is used by other service providers as well. The reasdrisose kinds of customers are looking for zero cost, so adding
why we mention this are performance and security. A customgmmiddleware component, which most likely will be offered
who is interested in using more than one service providefth some prices, would be inappropriate. Industry custsme
needs to know the underlining infrastructure or authorityn the other hand can afford the extra cost but would surely
domain. If two service providers are running on top of theonsider our technique to reduce the cost, and to avoid any
same infrastructure or authority domain then there is natpoperformance deprivation.
of diversifying the service to these two providers. An dt&ac
needs just to hack one infrastructure or authority domain & Adversary Model
get into customers’ files stored in different service prevdd In the cloud file distribution systems, the general advegrsar
A good strategy then is for customers to diversify their &&rv model is “curious-and-vulnerable”, which means that tloaidl
providers in regard to their underline infrastructure athawity servers are vulnerable to Byzantine failures and external
domain to assure performance and security. attacks. Byzantine failures are caused by hardware errors,
Fig. 1 and Fig. 2 show an example of the procedure smftware bugs, or system misconfiguration. External atack
distribute and retrieve files. In the distribution stage, pee- caused by natural disasters or malicious behaviors. Thelclo
tition the file into N segments, then we do XORing betweeserver may provide the storage service honestly and ctyrect
those segments according to our chosen distribution schebu it may try to figure out information from the stored data.
(or other operations, based on the coding scheme). Here 'PWe consider two types of attackers: eavesdropping attacker
means its an original segment, whereas 'X’ means an XORadd DoS attackers. For eavesdropping attackers, we assume
segment (resulted from XORing two original segments). Thehat the adversary does not interfere with the normal foneti
we distribute them among the providers. In the retrievingg of the network but only sniff on a limited number of of
stage, we choose a number of providers, get all segments (e network links. For DoS attackers, we also assume that the
and 'X’) and use a sequence of XOR operations between agversary can block a limited number of the links or nodes to
X" and a 'P’ to get another original segment. The procesdisrupt the communication between certain service proside
continues until all original segments are retrieved. and the user.
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IIl. CODING TECHNIQUES F;, = (bi1,bi2,b;3) whereb;; are bytes. The fragments that

In our system, the customer needs to register to a couple\'\fﬂ‘I be stored at storage provider(i = 1,2, 3, 4) will be:

cloud storage service providers. For example, we may assume S; = F1a;‘»r7 FQ%.T, .

that Google Drive, Apple iCloud, Microsoft Sky drive, and

Amazon Simple Storage Service (Amazon S3). The customfen the customer has two or more accounts within one
may register one or few accounts under providers. As §Fprage provider, the shares for that storage provider lveill

example, in our experiment, we registered an account fdr e‘,ﬂgvid_ed into different groups and each accoun_t server will
of the five providers: one at Google Drive, one at ApplEECeIVe one group of data for storage. The split of the data

iCloud, one at Microsoft Sky Drive, one at Amazon S3i,nto groups for each provider and the data group size depends

and one at Dropbox. Our goal is to achieve reliability angn the account quota etc.
privacy at the same time. In particular, if a customer usesNOte that each storage provider stores data of lepgtyi3

our application to store a data file in the cloud, we want tH¥'d the entire data stored at these storage is of length
following guarantees: (4/3) - |F|. This scheme is optimal since the data stored at

3 providers has the length &f - |F'|/3 = |F| which is the

1 I&ZtS: ff::aam providers can get nothing of the CUStOMeLyinimal information required for the recovery of filg.

. Given the information a8 providersj, jo, js, let A be the
2) Customer data file could be recovered from &rgf the . T T T 1 .
. ; i - 3x3 matrix (a; ,«aj ,ai ) andA~! be the inverse ofl. Then
n providers. In another word, if storage services withi (0, 5 @5,)
n — k providers are not available, the customer will stil

e original file F' could be recovered as; A~
. In our application, there is no data stored at the client
be able to recover her data files from the fragmen},ﬁ
stored at the remaining storage service providers.

achine. The meta-data that are needed for the application

i _ i _ to store and recover data files include
We designed two techniques for the file fragmentation and 1) Four generator Vectors,, as, o, a.

coding. The first one is based on Rabin’s IDA scheme and the2) Four decoding matriml—l, A;l,Agl,Agl, whereAl‘l
second one is based on XOR code. o is the inverse of the matrixal,af, af), A;! is the

The IDA code construction in thls_ segnon is a 3 out of 4 inverse of the matrixa?, o, al), etc.
scheme and the XOR code Construct|on isa2outof6 SChen?ﬁEse meta-data will only need to be processed and stored at
One can easily extend the design kOOUt. of n sghemes. the system set up time. We encode the entire meta-data using
In another word, the custpmer could register fodlﬁgrgnt 3-out-of4 Shamir Secret Sharing scheme [17] and store the
clouc_zl storage service providers and store her data witleiseth ur shares at the four providers respectively. Each tinge th
providers. The customer S.hOU|d be able to recover her data E[Jstomer needs to get three shares from three providers to
from everyk storage providers. recover the meta-data for file storage and retrieval. Nod¢ th
A. IDA based coding it is very ine_fficient to store the whole file using the Shamir

Secret Sharing scheme.

As we have mentioned, though our techniques could beyt js straightforward to see that the above schemes have
easily extended to generalout of » schemes, we concentrateschjeved our goals: (1) any two providers will not be able to
our discussion or$ out of 4 schemes in this section. In Ourrecover the the customer data file content, and (2) the cestom
system, each byte is considered as element&#1(2°) and ¢ould recover her data from any three providers.
we use the irreducible polynomiaf 4+ 25 + 2° + x4 41 over .

GF(2) for the field modulo operations. B. XOR based coding

When a customer initiates the reliable cloud storage serviceAs we have mentioned in the Section |, there has been
with our application, the application will first generateufo extensive interests in designing XOR based coding teclesiqu
vectorsag, as, as, ay € GF(2%)2 such that every subsetFor reliable storage system design, people normally efer
of 3 different vectors are linearly independent. In our desigsystematic code. A systematic code is an error-correctiig c
this process is done only at the beginning when the custonwgrere the input data is embedded in the encoded output. In
installs the application. In order to achieve data privacgnother word, the parity data is simply appended to the sourc
vectors should be carefully chosen such that each vectbr vilock in a systematic code and the data retriever does not
contain at least two non-identity element fro@¥(2%). For need to recover the original source symbols if all of them are
example, the following choice is not acceptable. received correctly. However, for our goal, trivial apptica

of systematic code is not preferred since we do not want any
o1 = (00000001, 00000000, 00000000) single server learn the information of the original data. file
o = (00000000, 00000001, 00000000) In previous section, we implemented a 3-out-of-4 scheme
ag = (00000000, 00000000, 06000001) using IDA scheme. In this section, we show an example of
a4 = (00000001, 00000001, 00000001) a 2-out-ofn scheme withn = 7 using array BP-XOR codes

Now assume that the customer wants to store aHilen which were introduced by Wang [19], [20] recently. These
the cloud. We divide the filé" in blocks F' = F, F»,---, and codes were based on colored edge graph models [21]. As
each block consists dibytes: In"another word, assume thaan example, assume that the customer has seven accounts
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S1,S52,53,54,8S5,56,57. The data file could be recoveredthat correspond to the literals in the clause. We also cre-
from any two accounts. For a data filg, it is split into 6 ater additional authoritieSu, 11, ay12, ..., Gyir Wherea,;
fragments of equal size (when the sizefofis not a multiple (1 < ¢ < r) is associated with providefs;_1, p2; andpg. The

of 6, we append empty strings at the end of the file to makmit share storage cost for providers(1 < i < 2r) is 1 and

it a multiple of 6). A file could also be split into severalthe cost for providep, is 0. We also set = r+1, k = 3, and

parts and each part is split intofragments. In another word, B = r. If S is satisfying, we can create a satisfying distribution

F = vivgusvgusvg and |v;| = |F|/6 for i = 1,--- ,6. The for C. We just distribute one share of the file to proviger

fragments that each storage server will receive is shown ifrvariable ~; is true in the satisfying assignment 8fand to

Table I. Note that the original filé" can either be encrypted provider po; 1 if variable v; is false in the assignment. We

or not encrypted, depending on the security requirement alfo distribute one share ig. Now we can see that the total

the customer. If the original file is encrypted, the customeost for the distribution ig3. We can also see that a clause is
can encode the encryption key using tbut-of-7 Shamir not satisfied if and only if all the three providers corregppon

Secret Sharing scheme [17] and store the seven shares atdhtbe three variables in the clause are all distributed with

seven providers respectively. The customer may also choabare. This means that clauge(l < ¢ < u) is satisfied if

to store the encryption key in his/her local machine or othand only if the security constraint for authority is satisfied.

devices, but the security of the key will be a big problem. In addition authoritiesa,+; (1 < i < r) have exactly two
It is straightforward to check that the original data file lcbu associated providers that have distributed share. Thimsnea

always be recovered from any two storage providers. Note tte distribution scheme satisfies the constraints. Onettier o

total size of data stored in one provider is half of the size dfand, if there exists a satisfying distribution fof, then we

the original file. This complexity is much smaller than tygdic can find a satisfying assignment fér. Because the budget
binary linear coding and other encoding techniques foager bound isr, we must distribute one share jig and the other-
systems such as EVENODD. shares ty, po, . . ., p2. We have the following observation:

o Every providerp; (1 < i < 2r) can have at most one
share otherwise authority,; will have three shares in
its associated providers.

A. Problem Definition and Hardness « Only one of the providerss; 1 andp,; can be distributed

The cloud coding and distribution schemes we presented in With one share otherwise authority,.; will have three
this paper distributes the same number of segments to every SNares in its associated providers.
provider. Other threshold based file storage schemes may ndOw we can set variable; to be true ifps; is distributed
use this method of distribution. Here we consider the génet4th one share and sef to be false ifp,;—, is distributed with
problem of distributingn shares of a file intom storage One share.We also have that clalis < i < ) is satisfied if
providerspi, ..., pm, wherek (k < n) out of then shares and only if the security constraint for authority is satisfied.
can retrieve the original file and less thanshares leak no This means that one can find a satisfying assignmens ftir
information for the original file. There is an associatedtegs there is a satisfying distribution faf', which completes the
to store one share into provider (1 < i < m). There areh proof.
authoritiesa, ..., an, and every authority;; (1 < ¢ < h) is u
associated with a subsé} of storage providers. Note that ag. SMT Formalization for Constrained File Distribution
storage provider can be associated with multiple authestiti We can use the following SMT formalization for file distri-

We have the following requirement for file distribution: bution. SMT is a powerful tool to solve constraint satisiact

« The total cost for file d|s_tr|but|on should be no more thaﬁroblems arise in many diverse areas including software and
budgetB (Cost Constraint). hardware verification, type inference, extended statickine,

e One shpuld avoid to distribute or more thank shares test-case generation, scheduling, planning, graph prable
to providers that belong to the same authorBegurity etc. [4]. An SMT instance is a formula in first-order logic

IV. HARDNESS ANDFORMALIZATION OF CONSTRAINED
FILE DISTRIBUTION

Constraint). with equalities involving uninterpreted functions [7].
We denote the problem as CFD (Constrained File Distribu- Suppose we want to distributeshares tan providers, the
tion). cost constraint for share distribution can be formalized as
Next we show that the problem is NP-Complete.
Theorem 4.1:CFD is NP-Complete. Z wie; < B
Proof: We can reduce 3SAT to CFD. Given a 3SAT tsism
instanceS with r variables and.: clauses, we can construct a Z w; >n
CFD instanceC as follows. For every variable; (1 <i <r) 1<i<m

and its negatiorny;, we create a providepy;—; and po;
(1 <i<r). We also have an additional providgs. In total
we have2r + 1 providers. For every clause (1 < < u) , Here w; is the integer variable that denotes the number of
We' create an authority; that'associates the three providershares distributed to provider (1 < i < m).

w; >0, 1 <1< m
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TABLE |
DATA SHARES EACH STORAGE SERVERWILL RECEIVE

v1 D vg V2 V3DV | v4DV2 | vs Dus | Ve D vy Us
v2 DUy | v3 D vg V4 vs D U1 | ve D v2 V3 v1 @ vy
V3 Dvg | V4 DPUs | Vs D vg Vg U1 V1 DU | V2 D g

The security constraint can be formalized as 045

> wj<k 1<i<h
a;eP;

—4&—n=10
—+—n=20
—#— n=40

Note that other constraints can also be formalized conve-
niently by SMT. The formalization can also be applied (with
minor adjustment) to other threshold based coding schemes.

Note that the problem may also be solved by other heuristic
algorithms. However, when there are multiple constrainis i ‘
usually difficult to design the algorithm that satisfies &lét 005 4\
constraints. Our SMT formalization can be easily extenaed t oS+
incorporate various constraints. Compromising treshold (1)

Compromising probability

0.9 1

V. SECURITY ANALYSIS, IMPLEMENTATION AND Fig. 3. Impact ofy andn on T with ¢ = 0.2
EVALUATION

A. Security Analysis and Evaluation

N

S —
For eavesdropping attackers, we define the compromising

probability I" to be the probability that at leadt of the n
coding shares is obtained by the eavesdropper. If we assume
the probability that one share is eavesdropped snd the
probability to eavesdrop different shares is independeet,
have

14
©

—4&—n=0.2
—8—n=0.3
—+—n=0.5
n=0.75
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Note that the customer can use different user names for dif- O I NI T I R
ferent providers to store the shares of the same file. However
the attacker can easily correlate different shares of theesa Fig. 4.
file by the IP address and timestamp of the data packets.

For DoS attackers, we define the compromising probability
I'to b.e the probability that the at Ieast—kfl sh_ares of the Impact of % and n on T in Random Topology In
n coding shares are blocked or corrupted (irretrievable ey t ) - .

. a _practical network, the probability to eavesdrop différen

attacker. If we also assume the probability that one sharesﬁ

blocked or corrupted i§ and the probability to block different th:refobrgg?(it n?; ggv(lar;((jﬁgengif?fgénfvlfnnk Iifn \;vhee ise?[\lijvrg; ;[hat
shares is independent, we can have a similar equation. P y P

g of o I i, 3 and i, 4 shows e fec 07T, 1 POV 10 sovescrop et rares oy
of n and k on compromising probability". Here we define Y9 g app

. . links. In this case Equation 1 cannot be used to calculate
the compromising tolerance to be k/n. In Fig. 3, = 0.2, g - .
and in Fig. 4.C = 0.3, the compromising probability. We evaluate the comprongisin

i i . probability in random network through simulation. We use

« Wheny > (, increasingn helps the security of the pp TE [13] as the random network generator and apply the
scheme (decreasing). When < ¢, increasingn has \yayman model [13] to generate random topologies with the
inverse impact on the security (increasinp two parameters of Waxman model as= 0.2 and 8 = 0.15.

« Whenn increasesl” converges to some value. When> 1o nanork growth type is set to be incremental. We ran-
¢, I' converges to 0. When < ¢, I converges to 1. When 4oy generate networks with 300 nodes and the customer
n = ¢, I' converges to 1/2. The impact dhdiminishes 5., service providers are randomly chosen from the 300
quickly aftern reachgs some value. T,h's megns that aftﬁf)des. The communication path between the customer and any
some threshold (which depends &)y increasingn has genjice provider is chosen to be the shortest path. We assume
little impact. that the attacker will eavesdrop any link with probability

Impact ofnp andn on I" with { = 0.3
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but with different features and specifications (e.g. Dropkid

GB and Up to 18 GB, Sky Drive: 7 GB, Google Drive: 5 GB,
Syncplicity: 2 GB). Providers vary in sharing policy, fileoss,
application support and version control. The most impdrtan
feature for the providers are safety, security and perfoea
We excluded the price since we are using the free versions
of those providers. We installed and configured the client
softwares provided by those companies. Those client soésva
allow customers to deal with a local drive. A customer cah jus
drag and drop the files into the client softwares and they will
be synchronized automatically to the cloud. For the reggver

" given that we have five providers and with the toleration of
three providers’ failures, the tool can retrieve any file ém t
different ways. The tool allows the customer to choose any
two providers to retrieve the file.

Fig. 5 shows the effect olh and £ on compromising C. Overhead Evaluation

probabilityI" in random topology witld = 0.05. All the values i .
in the figure are the average of 100 runs. From this figure we'Ve conducted an experimental evaluation to demonstrate the

can see that when the compromising tolerancis 0.3, the feasibility a}nd performancg of our_approach. Thg evaluatio
compromising probability increases whenincreases, which Study consists of three main domains: segmentation, regove
means that increasing has inverse impact on the security.f"‘nd storage cost. In the segmentation, we evaluated oumsche

When is increased to be 0.35, the compromising probabilifjiPlementation on different file types and sizes. For the

decreases for large. This means that there exists some valU&Covery, we compared the performance of the ten recovery

of 1 which is the turning point between positive impact an@Ptions (pairs of providers). In the storage cost, we stiny t

inverse impact. relation between the number of segments, number of pravider
Note that in the above figure we assume that the attaci@ld the extra space required to save the XORed segments.

does not know the topology and the probability for any link Evaluating the Segmentation Proces3he segmentation

to be eavesdropped is uniform. If the attacker knows thespafffocess includes reading the file, partitioning it into aert

for the data file, he/she can choose those links in the pathdtgnber of segments (specified by the customer) and then

eavesdrop. To find the minimum subset of links to eavesdrBffCing the overall segments among the providers. The seg-
to get the required information is a minimum partial set covénéntation process may require padding empty bytes at the
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Fig. 5. Impact ofn andn onT' in random topology withy = 0.05

problem [18]. end of the last segment. Depending on the size of the file
) (denoted asS) and the number of segments (denoted\gs
B. Implementation one can calculate the number of padded bytes (denotedd.as

We implemented our prototype using Microsoft Visual Stubistributing the file segments (original, XORed, padded®rov
dio 2010 Ultimate version and we used the C Sharp languageoviders is done based on the 2 of 5 array BP-XOR codes
The underlying operating system is Windows7 Home Premiudescribed in [19], [20].
running on a Dell Optiplex990 Machine. The machine spec- To evaluate the segmentation complexity in terms of pro-
ifications are as follows: Intel(R) Core(TM)i5-2400 CPU @essing overhead, we tested it on Winrar files with different
3.10GHz and 4.00 GB of RAM. The C Sharp implementatiosizes. We run the program on every file ten times to get the
provides the customer with a Graphical customer Interfae@erage results. Fig. 6 shows the processing overheadese th
allowing customers to select the file to be securely saveti®n files. From the figure we can see that the processing overhead
cloud. Our tool divides the file into several segments and thémeasured in milliseconds) increases linearly with thesfite.
generates new segments by XORing different pairs of the orig Evaluating the Retrieving ProcessThe recovery evaluation
inal ones. The number of segments can be left to the custorshows the time to retrieve the original file from any two
to specify. Our implementation considers seven segmemts.plairs of providers. A customer who chooses to securely save
the evaluation we will show how the number of segmentser files on the five providers will have ten different ways
and the cost of storage are related. The tool then allocatesretrieve the file. In Fig. 7, we measure the time needed
all segments among the different cloud providers. We cansido recover a file using all possible combination. We draw
five providers: Dropbox, Google Drive, Sky Drive, Syncitlici the results for every server. The results show that the four
and University of North Carolina Charlotte (UNCC) H: drive providers (Google, Dropbox, Syncplicity, Sky Drive) acree
UNCC H: drive gives 200MB of file storage space to everyery close retrieving times, but the UNCC drive shows the
student for data backup at the end of each semester. The otherst performance, even we are reading and writing in local
four providers are different brands for easy file managemathives. This is because that the file retrieval process isigeth
in the cloud to allow the customers to sync, access, share dnyddifferent client software provided by each provider, ebhi
automatically’backupfiles'onlinex Theyall provide freetiedi may affect the response time and the overall recovery time.
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Processing Time (WINRAR) Space Cost
13000 |
—6— 4 Servers|

10500 24 4
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T T T T T T T T
36 MB 66 MB 88 MB 138 MB Five Seven Nine Eleven

File Size #Segments
Fig. 6. Processing time for the Winrar file Fig. 8. Cost of storage for odd number of segments

Space Cost

Recovery

Milliseconds
Total

12 4

T T T T
T T T T T Six Eight Ten Twelve
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) o Evaluating the Share Distribution Fig. 10 shows the

Another factor might be that the segments that are disgtbutg\T solving time for the share distribution formalization.
to each server play a factor in reported recovery time. Wiserege formalization is solved by the Yices SMT solver [1]. We
the schemes we implemented in this paper distribute the saga@ me that there are 15 providers and 5 authority domains.
number of segments to every provider, other schemes may jery provider has a probability of 1/3 to be associated with
In this case, distributing a small number of shares (segslenin arbitrary authority domain. The file encoding contains 30
to those slow providers is a good practice. shares and at least 10 shares are required to recover the file.

Evaluating the Storage CostWe also evaluated the storageThe cost to store a share in a provider is a random number
cost of the XOR based scheme with different scenarios. Thasgtween 1 and 3. We use the formalization in Section IV
schemes are different in the number of providers and tke find the satisfying distribution scheme. From Fig. 10 we
number of failures to tolerate. For the purpose of evalmatiocan see that the solving time decreases when the cost upper
we choose two scenarios: (1) four providers and two failurg®und increases, and remains stable after certain poiis. Th
(2 out of 4 scheme), (2) five providers and three failures (2 because the number of satisfying solutions increasédlyap
out of 5 scheme). The coding for these scenarios are the aigyen the upper bound increases. When the upper bound
BP-XOR codes described in [19], [20]. Fig. 8 shows the cogéaches some threshold, it has no effect on SMT solving time
of storage (the number of duplicates in terms of the originghymore.
segments) for oddVv and Fig. 9 shows the cost for evé.
These figures show that the number of extra space can be VI. RELATED WORKS
double of the number of original segments in most cases oMDS codes such as Reed-Solomon code [16] are widely
triple in the worst cases. used in many applications though it is not efficient both in
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present the (SMT) formalization to find the satisfying data
share distribution with cost and security constraints.
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